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Abstract 
 

The detection of the stable local image features is one 
of the most critical tasks for many object recognition 
algorithms. The Scale Invariant Feature Transform (SIFT) 
has been shown to be effective to the image matching or 
object recognition. However, the large number of features 
generated by the SIFT is a disadvantage for the real time 
application. In this paper, we present a novel approach to 
detect more important local features by finding the higher 
information keypoints (HIKs). An input color image is 
firstly decomposed into an intensity image, a hue image 
and a saturation image. Then we detect the HIKs in these 
color component images in terms of the keypoint positions. 
Furthermore, a weight for each HIK is assigned according 
to the position relationship of the keypoints to improve the 
matching accuracy. Experiments show that the proposed 
approach can achieve higher matching accuracy and 
reduce the matching time by using the HIKs and their 
weights. 

 
1. Introduction 
 

The object recognition is one of the most important 
tasks in the intelligent system. In recent years, one of the 
dominant approaches to the content based object 
recognition [8] [1] [9] is to find local interest regions and 
use the local characteristics. In the process of the image 
recognition, firstly, the effective detectors such as the 
Harris-Affine detector [11], the Hessian-Affine detector 
[12] and DoG [8] were presented to find the interest points 
in the image. Besides, the local descriptor such as GLOH 

[10], moment invariants [3] and differential invariants [5] 
were proposed to represent local characteristics of the 
image. The detection of interest points and the 
representation of the local feature must be invariant to the 
illumination, viewpoint, rotation, size and image noisy, etc. 

The detection of interest points for the object 
recognition and the image retrieval was pioneered by 
Cordelia Schmid and Roger Mohr [15]. Various approaches 
to detect interest points for the image recognition have been 
developed in the past years [2] [14] [16]. Recently, the 
Scale Invariant Feature Transform (SIFT) algorithm [8] has 
been proved to be invariant to the image scale, rotation and 
affine transforms. So, it is widely applied for the image 
retrieval and the object recognition these days. However, an 
inherent problem in applying SIFT to the image recognition 
is the generation of a very large number of keypoints. The 
large number of features, ranging from hundreds to 
thousands keypoints for an image, degrades the matching 
performance. Therefore, it is necessary to reduce the 
number of keypoints in the SIFT features. 

In this paper, we propose a novel approach to find out 
more important keypoints by using the color components. 
We call them the higher information keypoints (HIKs) 
since they have more important information than other less 
important keypoints. Its advantages are to reduce the 
number of the keypoints and improve the efficiency and 
effectiveness of image matching. By analyzing the HSI 
color space in the color image, we get the HIKs by using 
the intensity image, the hue image and the saturation image 
together. In the first step, the input color image is  
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transformed into the intensity image, hue image and 
saturation image, respectively. For each color 
component image, we locate the keypoints by using the 
DoG detector [8]. In the next step, we set the keypoints 
in the intensity image as the reference keypoints. If 
there exits any other keypoints in the hue image or in 
the saturation image whose positions are overlapped or 
close to the reference keypoints, we determine the 
reference keypoints as the higher information 
keypoints.  

We keep the HIKs and prune the others so that the 
number of the keypoints can be reduced effectively. 
Furthermore, we assign a weight for each HIK in terms 
of the relationship between the reference keypoint and 
the other keypoint. The weight of the HIK is applied to 
the image matching so that the matching accuracy is 
improved. Fig.1 describes the main process of finding 
the HIKs and assigning their weights. Since we only 
use the HIKs and their weights for the image retrieval 
or the object recognition, the proposed approach can 
improve the performance and reduce the processing 
time efficiently. 

The remainder of this paper is organized as 
follows: in section 2 we review the SIFT algorithm, 
and in section 3 we present our new approach. The 
experiments and the conclusion are in section 4 and 
section 5, respectively.  
 
2. The review of the SIFT algorithm 
 

The SIFT algorithm [8] includes four stages: (1) 
scale-space extrema point detection; (2) keypoint 
localization; (3) orientation assignment; (4) keypoint 
descriptor.  

First, the image is smoothed by the Gaussian 
function with different scales and down sampled to 

build the Gaussian pyramid with different octaves. 
Then the Difference-of-Gaussian (DoG) pyramid is 
built by subtracting the adjacent smoothed images in 
the same octave. Extrema points are then determined 
by comparing the value of each point in the DoG 
image with its 26 neighbors around it. If its value is the 
maximum or the minimum, then it is determined as a 
keypoint.  

 Second, the keypoints are accurately located and 
those with low contrast or those close to the edge in the 
image are pruned for the stability.  

Third, one or more consistent orientations are 
assigned for the keypoint to achieve the invariance of 
the image rotation. 

Finally, the descriptor is calculated in the 16*16 
region around the keypoint. The region is separated 
into 16 blocks with the same size of 4*4 pixels. For 
each block, the gradient magnitude and the orientation 
of each pixel are calculated to form the feature 
histogram with 8 bins and finally the SIFT descriptor is 
formed with 128 dimensions. 

 
3. The proposed approach 
 

Finding important regions in the image is the first 
step in the process of image matching or recognition 
[6]. As we have mentioned in section 2, the keypoint is 
the local extrema point that represents the local 
features with high informational content. It has been 
proved to be scale invariant. A color image can be 
represented by different color spaces such as RGB, 
HSI, CMY etc. The different color component 
describes different color information of the image. 
Thus, we can decompose the color image to form 
different color component images. For an image 
region, if we can find keypoints in different color 
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Input color image 

Color transform 
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Saturation image Saturation image keypoint 
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Figure 1 HIK detection and weight assigning 
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component image, it denotes that the region includes 
higher local information. Thus, we can improve the 
matching performance by using these higher 
information regions. 

 
3.1. The keypoint location and higher 
information keypoint detection 
 

Firstly, the color image is decomposed into the hue, 
saturation and intensity images. Then the keypoints for 
each image are located by using the same approach as 
the SIFT. Therefore, for each image, we can form a set 
to represent the keypoints as follows:  

{ ( , ) | 0 } (5)
{ ( , ) | 0 } (6)
{ ( , ) | 0 } (7)

I i i i

h h h h

s s s s

SET P x y i I
SET P x y h H
SET P x y s S

= ≤ ≤
= ≤ ≤
= ≤ ≤

 

where I, H and S denotes the number of the keypoints 
of the intensity image, the hue image and the saturation 
image, respectively. ( , )i i iP x y , ( , )h h hP x y  

and ( , )s s sP x y  denotes the keypoints in the intensity, 

hue and saturation image while ( , )i ix y , ( , )h hx y  and 

( , )s sx y  denotes the position of the keypoint 

( , ), ( , )i i i h h hP x y P x y  and ( , )s s sP x y , respectively. 
The intensity component contains the information 

of the RGB components since it is the average of the 
RGB. Thus, we set the keypoints in the intensity image 
as the reference keypoint to find higher information 
keypoints. Fig.2 shows the detailed process of 
detecting the HIKs. Here, we give a definition of the 
higher information keypoint. Let the keypoints in the 
set ISET be the reference keypoints. We overlap the 
intensity image and the hue image. Suppose that the 
keypoint ( , )h h hP x y  in the hue image is the closest to 

the reference keypoint ( , )i i iP x y , then the position 

relationship between ( , )h h hP x y  and ( , )i i iP x y  can 
be denoted as follows: 

2 2( ) ( ) (8)ih i h i hd x x y y= − + −  

Similarity, we overlap the intensity image and the 
saturation image. If the keypoint ( , )s s sP x y  in the 

saturation image is the closest to ( , )i i iP x y , then 

position relationship between ( , )s s sP x y and 

( , )i i iP x y  can be denoted as follows. 

2 2( ) ( ) (9)is i s i sd x x y y= − + −  

We set a circular window W with radius R . If 
min( , )ih isd d R≤ , we determine that the reference 
keypoint is a Higher Information Keypoint (HIK). 

Finally, we can get a set of the HIKs. 

{ ( , , ) | 0 } (10)o o o o oP p x y d o N= ≤ ≤  

Where ( , )o ox y is the position of the HIK, N is 

the number of the HIKs and min( , )o ih isd d d= . 
 

   3.2. Setting the weights of the HIKs 
 

Since the region around the keypoint represents 
the local feature with high information, the smaller 

od is, the richer the local information becomes [7]. 
Therefore, we set a weight for each HIK according to 

od  to distinguish their importance. Here, we apply the 
Gaussian function for the distinction as shown in 
equation (11): 

2
0

22 (11)
d
Rw e

−
=  

where R is a radius of the circular window. Finally, the 
HIKs with the weights can be denoted as follows: 

2

22{ ( , , ) | } (12)
nd

R
HIK n n n n nS p x y w w e

−
= =     

 where 0 n N< ≤ and N is the number of the HIKs, 
( , )n nx y is the position of the HIK and nw is the 
weight of the HIK. Finally, we get the local descriptors 
for the HIKs as the SIFT algorithm did and use these 
descriptors for the image matching.   
 
4. The experiment 
 

To evaluate our proposed approach, we perform 
the experiments by using two datasets and compare the 
experimental results with the SIFT algorithm. All the 
experiments are run on a dual core (TM) 2.4 GHz 
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machine with 2GB of main memory and the Windows 
XP operating system.  

 
 4.1. Image collection 
 

The first dataset is the 3D generic object 
categorization [17]. We collect 20 groups from the 
dataset randomly. In each group, there are 5 images 
with the same object but different viewing angle, 
different viewing height and different viewing 
distance.  

The second dataset is the Frontal Face Dataset 
[18]. We collect 50 images from the dataset and 
separate the images into 10 groups. For each group, 
the images are with the same person, but different 
background, expression and brightness. 
 
4.2. Experimental methodology  
 

In this paper, we apply the matching accuracy to 
evaluate the performance of the proposed approach. 
The process of getting the matching accuracy includes 
the next three stages. 

1) The distance of two HIKs. 
Here, we apply the Euclidean distance to compare 

two HIKs. For the HIK Pi in the image I and the HIK 
Pj in the image J, the Euclidean distance between them 
is defined as follows: 

     2
, ,

1
| | ( ) (13)

N

ij i j i k j k
k

D F F F F
=

= − = −∑  

where Dij is the distance of the HIK Pi and Pj. Fi and Fj 
are the features of Pi and Pj, respectively. N is the 
dimension of the feature. The more similar two 
features are, the closer distance becomes. 

2) Determination of the matching pairs and the 
matching weight. 

For a single HIK Pi in the image I, we calculate 
the distance values between Pi and all the HIKs in the 
other image J. Then we rank the distances from the 
closest to the farthest. To decide whether Pi is matched 
to any point in image J, we use the ambiguity rejection 
metric, which is the ratio of the closest matching and 
second closest matching. If the ratio is smaller than 
0.8, we determine that the image pair I and J is 
matched. Since each HIK contains a weight as we have 
discussed in subsection 3.2, we can get the matching 
weight for this matching pairs. Suppose that the closest 
HIK in image J is Pj, and then the matching weight of 
this pair is given by the average weight of Pi and Pj. 
Therefore, by comparing the HIKs in images I and J, 
we can get the total matching weight between both 
images. 

3) Calculation of the matching accuracy 

For accessing the matching accuracy, we 
randomly select one of the images from the image set 
and use it to match the other images. For one selected 
image, we can get the matching weight with the other 
images as shown in Fig.3. 

 
In Fig.3, Is is the selected image while I1, I2, 

I3,…,In are the other images in the image set. W1, W2, 
W3,...,Wn are the corresponding matching weights 
between the image Is and the images I1, I2, I3,…,In. 
Then we rank I1, I2, I3,…,In in the order of the 
matching weights (W1, W2, W3, ...,Wn) from the greatest 
to the smallest. The images that are similar to the 
selected image, which means that they are in the same 
group with the selected image, will be in the top rank if 
the matching is correct. By repeating the process of 
selecting each image from the set and matching it to 
the other images repeatedly, we can get the total 
number of correct matches correctN . Suppose that 
the total number of the similar images corresponding to 
the selected images in the image set is similarN . 
Then, the matching accuracy can be defined as follows: 

(14)correctNaccuracy
similarN

=  

 
4.3. Determination of the windows radius 
 

To determine the suitable radius of the circular 
window, we execute experiments by using the first 
dataset. Table 1 shows the matching accuracy 
according to different radius of the window. In Table 1 
the number in the first column denotes the radius of the 
window and the last column denotes the average time 
consuming for matching an image pair. 

 As shown in Table 1, the matching accuracy 
increases until the radius of the window is 10. After 
that, the accuracy decreases as the radius of the 
window increases, and we can find that the matching 
accuracy doesn’t change when the radius of the 
window is larger than 12. 

As we have mentioned in section 2, after 
detecting the keypoint, the local descriptor is extracted 
from the region around the keypoint. Since the size of 
the region around the keypoint is 16*16 pixels, 

W3 Wn W2 W1 

I1 I2 I3 In 

Is 

… 

Figure 3 The process of the getting the 
matching weight 

… 
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considering the image rotation, we get the maximum 
radius of the window by means of the image rotation 
formula: 

'

'

( ) cos ( )sin (15)

( )sin ( )cos (16)
k k k

k k k

x x x y y y

y x x y y y

θ θ
θ θ

= − − − +

= − + − +
where x, y are the position of points in the region, kx , 

ky are the position of the keypoint centering in the 

region, θ is the angle of the rotation, and 'x , 'y  
denote the new position of the points after the rotation. 
Thus, the maximum radius of the window can be 
calculated as follows: 

2' ' 2
max max( ( ) ( ) ) (17)k kR x x y y= − + −        

Therefore, we can get the maximum radius of the 

window with 8 2 11≈ . It is reasonable to set the 
radius of the window approximately equal to the 
maximum radius because the descriptor is extracted 
from this region. 
 
4.4. The evaluation of the proposed approach 
 

As shown in Table 1, when the radius of the 
window is smaller than 4, the number of the points is 
less than 50% of the SIFT. Since we prune too many 
keypoints, the matching accuracy is decreased. 
However, we can find that when the radius of the 
window is 4, we can get as same matching accuracy as 
the SIFT while about 40% of the keypoints are pruned 
and the average time consuming is only about 36% of 
the SIFT. Furthermore, Table 1 shows that when the 
radius of the window is not less than 4, the matching 
accuracy of the proposed method is equal to or higher 
than that of the SIFT even though the small number of 
the keypoints is used. By setting the radius of the 
window as 10, we can get the best matching accuracy. 

To confirm the proposed approach, another 
experiment is executed by using the second dataset. In 
the experiment, the radius of the window is set to 10. 
Table 2 shows that the proposed approach also can get 
better matching accuracy than the SIFT and improve 
the efficiency of the matching process. 

Fig.4 shows a list of the matching result by using 
the SIFT algorithm and the proposed approach. Since 
we use the HIKs and apply the weights to distinguish 
the importance of the HIKs, we can see that the 
proposed method gets two correct matching images 
whereas there is no correct matching image by using 
the SIFT algorithm. 

Table 1 the matching result of the first dataset 

Radius of 
window 

Matching 
accuracy 

(%) 

Keypoint 
number 

Average 
time 

consuming 
1 19.74 11,873 84.52 ms 
2 25.00  16,769 150.44 ms 
3 27.63  22,739 284.30 ms 
4 31.58  27,965 445.91 ms 
5 34.21  32,090 601.88 ms 
6 31.58  35,186 711.27 ms 
7 34.21  37,594 817.91 ms 
8 35.53  39,267 904.93 ms 
9 36.84  40,715 1002.73 ms 
10 38.16  41,699 1054.01 ms 
11 34.21  42,472 1065.21 ms 
12 32.89  43,107 1100.82 ms 
13 31.58  43,608 1124.81 ms 
14 31.58  43,968 1158.45 ms 
15 31.58  44,234 1174.36 ms 

SIFT 31.58 46,448 1205.18 ms 

 

Query image 

Rank 1 

Rank 2 

Rank 3 

Rank 4 

HIK SIFT 

Figure 4 a list of the matching result 
The second dataset 
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Table 2 the matching result of the second 
dataset 

Algorithm Matching 
accuracy 

(%) 

Keypoint 
number 

Average time 
consuming 

SIFT 72.5 32462 3,052 ms 
HIK 77.5 24805 1,177 ms 

 
5. Conclusion 
 

This paper presents a novel approach to detect the 
higher information keypoints based on the HSI color 
space. By decomposing the color image into the 
intensity, hue and saturation image, we get the HIKs in 
terms of the keypoint positions in these color 
component images. To improve the performance, a 
weight for each HIK is assigned according to the 
position relationship of the keypoints in the color 
component images. Since we only use the HIKs with 
their weights for the image matching, the new approach 
achieves higher matching accuracy and lower time 
consuming in the matching process. 
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