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Abstract

We propose a new object decomposition method, called
DMBRs, to improve the performance of spatiad query
processing. This method is suitable for complex spatial
objects in real-world geographic applications. The basic
idea is that a polygon is recursively divided into two sub-
polygons by splitting its MBR until a given constraint is
satisfied. To increase the efficiency of the DMBRs method,
an extension of an existing spatial indexing structure is
presented. Since this new structure can prune a number of
fase hits quickly, the performance of spatial query
processing can be improved. The proposed method is
compared with traditional decomposition methods by an
analytical study. This comparison shows that our decom-
position method outperforms the traditional decomposition
methods.

1 Introduction

Queries in spatial databases are usualy concerned with
massive volumes of data and complex spatia objects.
Spatial objects are characterized by extremely irregular
geometric components which do not conform to any fixed
shapes, and by multi-dimensional data which consist of a
large number of coordinates describing the outline of spatial
objects. If there are alarge number of such complex objects,
searching a particular spatial object would be expensive,
since a number of geometric computations are required for
exact calculations in locating the spatial object. In order to
locate a spatial object efficiently, the spatial object, in
general, has to be approximated before any geometric
computations are applied. For the efficient approximation of
spatial objects, many database researchers [1-3] have been
considerably interested in the object decomposition.
However, while most of them focused on simple spatia
objects such as points, lines and rectangles,
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very little attention was devoted to complex spatial objects.

In this paper, we propose a new object decomposition
method for complex spatial objects such as city, road and
lake in real-world geographic applications. To increase the
efficiency of our proposed method, an existing spatia
indexing structure is extended. Under this structure, we
derive point, region and spatia join query algorithms. The
proposed method is compared with traditional decom-
position methods by an analytical study. This comparison
shows that our decomposition method is superior to the
traditional decomposition methods.

This paper is organized as follows. Section 2 surveys
related works. Section 3 proposes a new object decom-
position method. Section 4 describes an extension of an
existing indexing structure, and algorithms of typical spatial
gueries for this new structure. In Section 5, we determine an
optimal value of the parameter for the proposed method.
Section 6 presents a performance comparison between this
new method and traditional decomposition methods. Finaly,
conclusions appear in Section 7.

2 Related work and problem

There are two approaches to approximate spatial objects.
The first approach is that a smallest aligned rectangle
enclosing an object, a minimum bounding rectangle(MBR),
is used to approximate an irregularly shaped spatial object.
MBRs dlow appropriate proximity query processing by
preserving the spatial identification and eliminating many
potential intersection tests quickly. For instance, two
objects will not intersect if their MBRs do not intersect.
Most of approximation methods[4-6] based on traditional
spatial access methods are fallen to this approach. The
second approach is that a more accurate approximation
than the MBR, such as a convex container, can be used to
approximate a spatial object. This approach is expected to
improve the performance of query processing by increasing
the quaity of the approximation for origina objects.
Convex approximations[7] and object decomposition tech-
niqued 8] are fallen to the second approach.

Two well known approximation methods, the filtering-
refinement[9] and the object transformation[10,11], may be
considered in the first approach. In the filtering-refinement
method, the filter step reduces the entire set of objectsto a
subset of candidates using their MBRs, and then the
refinement step inspects the exact representation of each



objea of the candidates. Although MBRs provide a fast
approximation by existing spatial access methods designed
for MBR containers, they are considered as a rather in-
acarate gproximation since a smple redange canot
exadly represent an arbitrary spatia objed. By the marse
approximation of this method, the candidates may contain a
number of ‘false hits not fulfilling the query condition.
Furthermore, the whole candidates have to be transmitted
into the refinement step even if they would result in ‘false
hits.' In the objed transformation method, k-dimensional
spatial objeds are transformed to 1-dimensiona bitstrings,
or k-dimensional intervals are transformed to pdnts in 2k-
dimensional space Nevertheless this method aso has a
rough approximation since its mapping was done under the
asumption that spatial objeds are MBRs.

Convex approximations and object decomposition tech-
niques in the second approach have been attempted to
improve the quality of the gproximation. However, convex
approximations using more mplex containers require
more @mplex spatia access methods, since @mplex
containers need more parameters than MBRs. Moreover,
the use of one @ntainer on an original complex objed
representation cannot deaease the complexity of the spatial
objed. This means that time-consuming geometric
computations have to be gplied for dedding the cmmplex
objeds stisfying the query condition. In contrast, objed
decomposition techniques, which deammpase a complex
spatial objed into a set of simple spatial components uch
as trapezids, lead to bah a better quality of the
approximation and simpler spatial objeds. However, these
demmposition techniques generate too many components
on complex spatia objeds. A number of decomposed
components could result in a storage and query processng
overhea. Thisisill ustrated in Example 1.

Example 1 (a number of decomposed components):

In Figure 1(a), spatial objeds are gproximated by MBRs.
A typicd spatial query may ask for al objedsinterseding a
user-spedfied redangdar window Q. In this case, all
redangles that intersed the seach region Q are determined
in the filter step. Here, objeds A, B, C and D belong to the
candidate set. In the refinement step, we have to chedk
whether the exad representation of the objeds A, B, C and
D redly intersed the seach region Q. At this paint, the
objeds A and B are identified as corred answers of the
guery, whereas the objeds C and D are not. In order to
improve the quality of the @gproximation, objed
decomposition techniques have given up using one single
MBR for every complex spatial objed. That is, the original
complex objeds are decomposed into a set of simple
components gich as trapezoids. Similar to an existing MBR
approach, al demmposed components can be appro-
ximated by means of MBRs. Contrary to an existing MBR
approach, a good approximation is provided by divided
MBRs. As aresult of this method, objeds A and B belong

to the candidate set. Figure 1(b) shows the result of this
approximation. However, there ae a number of decom-
posed components labeled with the same identifier. For
instance, objeds A and B have six decomposed compo-
nents, respedively.
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Figure 1: Diff erent approximation approaches
End of Example 1.

As described in Example 1, traditional objed decom-
position techniques have a problem on decompased
components. Even worse, the more cmmplex spatial objeds
are, the more spatial components are produced from the
complex objeds. Due to a large number of decomposed
components of such complex objeds, the dficiency of
spatial queries will deaease. Therefore, the development of
a new objed demmposition method to overcome this
problem is esential.

3 Controlled decomposition method

We propose a new objed decomposition method cdled
decomposed minimum bounding rectangles(DMBRs). The
basic idea is that a paygon is divided into two sub-
polygons corresponding to digoint half regions of its MBR
space then a new MBR, cdled here aDMBR, for eat of
those sub-polygons is generated. This operation is
performed reaursively until every DMBR fulfills a given
congtraint. The cnstraint is expresed by the accuracy of
the decomposition(AOD). This means that a split is
permitted if the size of the resulting DMBR is above a
threshold. The threshold is controlled by a parameter g:
AOD(g) requires a split of the DMBR that covers more than
27%0f the MBR space In order to suppat the reaursive
split efficiently, we use the verticd boundary and the
horizontal boundary in strictly alternating sequence. The
efficiency of this aternating split has been proven in many
reseaches1,2,1213]. Our decomposition method is
ill ustrated in Example 2.

Example 2 (controlled decomposition):

Consider a polygon shown in Figure 2(a). This figure shows

an MBR enclosing a spatial objed. Asaume that the

threshold sizeis 25% of the MBR space i.e.,, AOD(2). We

sub-divide the palygon urtil the given constraint is satisfied.
At first, the polygon depicted in Figure 2(a) is divided



into two sub-palygons by the middle verticad boundary, then
DMBRs for the sub-palygons is generated (seeFigure 2(b)).
While the DMBR of the left sub-palygon islessthan 272 of
the MBR space the DMBR of the right sub-paygon is
bigger than 27%0of the MBR space Therefore, only the
objea decomposition on the right sub-palygon is performed
reaursively against the midde horizontal boundary (see
Figure 2(c)). Then, the reaursive decompasition terminates
since every DMBR covers lessthan 27 of the MBR space
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Figure 2: The processof AOD(2)

End of Example 2.

The dgorithm for the cntrolled decompasition uses a
'divide and conquer' technique. After acceptingan array p as
an input palygon, the dgorithm creaes two other arrays p1
and p2 as two dvided pdygons. As on as two arrays are
creded, this algorithm cdls itself for ead of the divided
polygons, and the next dividing is performed reaursively.
To increese the dficiency of our decompasition algorithm,
the DMBRs of divided pdygons are inserted into a two-
dimensional binary tree that is smilar to the LSD treq12].
Since apolygon generates exadly two divided pdygonsin
our algorithm, the binary treeis appropriate for this kind of
representation. In this binary tree DMBRs and their
component identifiers are stored at led nodes, and
redanges enclosing sub-paygons are stored at non-led
nodes. Thisagorithmis asfoll ows.

Algorithm 1: Decomposition (p, d)

Input: A series of polygon vertices p=(V;,V,,...,V,),
where polygon edges are from V; to V;,, for
i=1,2,...n-1and from V,_ to V,.A bodean variabled,
where d is toggled on the way that divides the region
to effed the dternating tests on the verticd and
horizontal boundaries.

Output: A new two-dimensional binary tree

find MBR or DMBR coordinates from p.
case MBR: computer MBR space
DMBR space= MBR space
initiali ze aroot node in the two-dimensional
binary tree
case DMBR: compute DMBR space
if DMBR space> MBR spacd 29,
then make amiddle verticd (or horizontal) boundary.
for each polygon edgein array p,

if the edge liesin the left (or above) of the
midd e boundary,
then endpaints of the edge ae alded into
array pl.
if the edgeliesin the right (or below) of the
midd e boundary,
then endpaints of the edge ae alded into
array p2.
if the edge interseds against the middle
boundary,
then find the intersed point and the point is
added into bah pl and p2.
end-for
/* build two-dimensional binary tree*/
DMBR coordinates related pl is inserted into the
left node of the aurrent node.
DMBR coordinates related p2 is inserted into the
right node of the aurrent node.
/* cdl decomposition agorithm reaursively */
d= ~d
call Decompasition (p1, d)
call Decompasition (p2, d)
else terminate this program.
End of Algorithm 1.

The antrolled decomposition algorithm has a parameter
that controls the number of components for ead objed. At
a low value of the parameter, the number of components
can be minimized, but this decompasition provides a rather
poa approximation of the objed. On the other hand, the
acaracgy of the gproximation can be better at a higher
value, but the linea increase in the number of components
can be observed. From this observation, we can conclude
that there is a balanced ratio between the number of
components and the acaoragy of the gproximation. The
optimal value of the parameter will be explored through
experimental measurements in Sedion 5. In Sedion 6, our
method will be mmpared with traditional decompasition
methods.

4 Spatial query processing based on object
decomposition

For the use of the two-dimensional binary treg an extension
of an existing indexing structure is proposed in this sdion.
Using this new structure, we will discuss algorithms of
spatial query processng based on objed decomposition.

4.1 Two-step indexing structure

The success of the objed decomposition approach depends
on the aility to narrow down quickly the set of components
that are dfeded by spatial queries. In order to dedde which
components are relevant for a particular geometric test, we
neal an efficient indexing structure that organizes a set of
components of one objed. A number of spatial indexing



structures based on MBRs have been developed. The most
promising goup includes the R-tree ad their variations,
eg.,R*-tree adR’ -tree However, these structures are
considered unsuitable for organizing the decomposed
components, since mmponents with the same identifier are
distributed on the secondary storage independently. An
arbitrary distribution of these objeds over the secndary
storage leads to high accesscost during query processng.

The topic of this wdion is the design of a spatia
indexing structure for spatial query processng based on
objead decmpasition. However, it is not the intention of
this paper to discussin detail which indexing structure isthe
most suitable to organize decomposed components. We
propcse insteal an extension of the eisting indexing
structure, which integrates two indexing structures for
original objeds and their decomposed components. As the
existing indexing structure, the most popular R-tree is
seleded for storing MBRs. But our indexing structure can
be eaily extended to ather R-treevariations.

Figure 3 depicts our two-step indexing structure sche-
maticdly. We distinguish two parts: (1) the first level is the
indexing structure for original objeds, cdled here Ro-tree,
which is a straightforward modification of the R-tree and
(2) the semond level is the two-dimensiona binary tree
cdled here Rd-tree, which is designed to reduce the number
of main memory operations and to store decomposed
components. The Ro-tree onsists of led and non-led
nodes. MBRs of original objeds are stored in the led nodes.
Each led node is supplemented by a pointer to the Rd-tree
and by an objed identifier of the original objed. Non-led
nodes are built by grouping redanges at the lower level.
The Rd-tree produced by Algorithm 1 is attached to the
corresponding led node of the Ro-tree
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Figure 3: Two-step indexing structure

4.2 Two-step processing of spatial queries

Since spatial database systems are used in very different
application environments, there exists currently no standard
set of spatial queries fulfilling all requirements of spatial
applications. Thus it is necessry to provide asmall set of
basic spatial queries which are supparted by database query
fadliti es. Basic spatial queries that have been addressed by
other researchersin the past can be summarized as foll ows:
* Point query: Given a query point P and a set of objeds M,

the point query yields all objeds of M geometricdly
containing P.

 Region query: Given a palygonal query region R and a set
of objeds M, the region query yields al objeds of M
sharing points with R. A gpatial case of the region
query is a window query. The query region of the
window query is given by aredange.

» Satial join query: Given two sets of objeds S and Sz,
aspatial join query yields all pairsof objeds (s, <),
s0S, 20 whose spatial components intersed.
More predsely, for eah objed 200%, we have to
look for all objedsin S intersedingwith .

In general, the spatiad query processng consists of two

steps: filter step and refinement step. These steps can be

expressed in the query algorithm as foll ows:
Candidates = Filtering(MBRs)
Result = Refinement(Candidates)

The input parameter of Filteringis MBRs of spatial objeds.

The Filtering prunes the seach spaceby means of using a

spatia indexing structure. The Refinement evaluates exadly

the query condition for objeds filtered in Filtering. In the
following, we will examine basic spatial queries based on
this two-step processng.

4.2.1 Point query

The result of a point query consists of al stored spatial
objeds containing a given query point. The seach
algorithm of the Ro-tree is used for the filter step. This
algorithm is analogous to that of the traditiona R-tree
However, the refinement step of the R-treeis very costly if
spatial objeds are complex, sincethis approach is provided
a bad approximation and applied time-consuming computa-
tional geometry algorithms for the mmplex spatial objeds.
In our approach, DMBRs of the Rd-tree is used before
applying the refinement step. The use of the DMBRs can
eliminate anumber of false hits quickly and lead to simpler
computational geometry agorithms. That is, regarding a
small number of simple components filtered by DMBRSs,
the exad evauation (i.e., 'point-in-polygon' test) can be
performed.

One method d the point-in-polygon test is to construct a
line between a paint in the question and a point known to be
outside the palygon. Then we count how many intersedions
of the line with the polygon boundary occur. If there ae an
odd number of intersedions, then the point in the question
isinside. An even number indicates that it is outside. When
the point of the intersedion is the vertex where two sides
med, we must look at the other endpdnts of the two
segments which med at this vertex. If these pointslie on the
same side of the mnstructed line, then the point in the
guestion courts as an even number of intersedions. If they
lie on oppdasite sides of the wnstructed line, then the point
is counted as asinge intersedion.

Algorithm 2 shows point query procedures in the Rd-tree
First, we find all index records covering a query point



P=(Px, Py) using the search algorithm of the Ro-tree For
ead of these records, we invoke the foll owing algorithm.

Algorithm 2: Point_Query (T)
Input: An Rd-treerooted at node T.
Output: An Oid covering P.

if Tisnot aled node,
then if T coversP,
then call Point_Query(left(T))
call Point_Query(right(T))
elseif T coversP,
then count the number of intersedions between a
test line and the component.
if the count isodd,
then return(Oid).
End of Algorithm 2.

4.2.2 Region query

A region query yields al spatial objedsinterseding a given
query window. Similar to the point query, this query
procesdng is based on the Ro-tree ad the Rd-tree As
described in Example 1, traditional decmpasition tedh-
niques do not handle window queries efficiently, since there
are anumber of decomposed components. To avoid this
drawbadk, we have proposed the DMBRS approadch which
can control the number of components. By the trade-off
between the number and the complexity of components, the
exad evauation (i.e., 'polygon-in-rectangle' tests) can be
performed efficiently in our approach.

For the palygon-in-redangle test, our algorithm performs
some initial tests on polygon edges to determine whether
intersedion tests are redly necessry. First, edges are
chedked to see if they are within the window, so the
polygon can be trivialy accepted as the answer. Otherwise,
region checks are gplied. For instance, in Figure 4, if x
coordinate boundaries of a query window are & Xmin and
Xmax and y coordinate boundaries are & Ymin and Ymax,
both endpdnts of edge e have y coordinates greaer than
Ymax and thus lie in the region above the window. This
means that the edge neads not an intersedion test. Similarly,
we neal not intersedion tests on edges in regions below
Ymin, to the left of Xmin and to the right of Xmax.

If both endpaints of an edge don't lie in a region above,
below, to the left or to the right of the window, the paygon
can be dther acceted or rejeded (e.g., both edge es and
edge er are this case, but only edge es interseds the
window). The dgorithm seleds an endpant of the edge that
insures the outside of the window. If thisendpant liesin the
region to the left of the window, then we examine whether
this edge interseds the left boundary of the window. For
instance edge es and edge er are tested against the
boundary ab of the window. Similar to the left of the
window, we can investigate this intersection test with
resped to the right, above, and below of the window.
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Figure 4: Polygon-in-redangle test

Algorithm 3 shows region query procedures in the Rd-
tree Firgt, we find al index records whose MBRs overlap
Q=(Xmin, Xmax, Ymin, Ymax) using the search algorithm of
the Ro-tree For ead of these records, we invoke the
following algorithm.

Algorithm 3: Region_Query (T)
Input: An Rd-treerooted at node T.
Output: An Oid overlapping Q.

if Tisnot aled node,
then if Tiscovered by Q,
then return(Oid).
if T overlaps Q,
then call Region_Query(left(T))
call Region_Query(right(T))
elseif Tiscovered by Q,
then return(Oid).
if T overlaps Q,
then for each edge of the component,
if the edge lieswithin Q,
then return(Oid).
else apply region chedks.
if the edgeisn’t trivially rejected by the
region chedks,
then apply intersedion test.
if an intersedion is deteded,
then return(Oid).
else take the next edge.
end-for
End of Algorithm 3.

4.2.3 Spatial join query
A spatia join query combines gatial objeds from two or
more relations acording to their geometric atributes. In
this sdion, our discusgon is restricted to the intersedion
join for two spatial relations which correspond to pdygonal
aress. Although join processng hes been studied in the
literature extensively (see[14] for a survey), these approa-
ches designed for traditional join processng can be hardly
used for the spatial join without modificaions. Only the
approach of nested loops can be used without any modi-
ficationg[15]. Thus, the nested loops approach will serve &
aninitial starting point.

However, the gpproach of nested loopsis very inefficient



for spatial join procesing because of the high number of
loops. In particular, the refinement step of this approac can
become the bottlenedk if spatial objeds consist of a large
number of vertices. In this resped, our approac is to
acceerate the expensive step of spatial join processng by
preceading filter steps which reduce the number of vertices
investigated in the refinement step. MBRs and DMBRs are
used for these filter steps. After pruning components that
are dealy not fulfilli ng the join condition by these filters,
‘polygon-in-polygon’ tests are performed by the plane-
sweep technique[16] from the aea of computationa
geometry.

The plane-sweg tedhnique sorts the vertices of two
components in a preprocessng step acording to their x
coordinates. Then a verticd line (i.e., sweep line) swees
the data space from left to right. The sweep line stops at
every vertex, where the status of the plane-sweep is updated.
This svee line status gores the edges which intersed the
sweep line, and these alges are sorted acwrding to their y
coordinates at the sweep line position. For every vertex, the
corresponding edges are inserted into or deleted from the
swee line status. While the insert operation is performed,
the considered edge is tested for the intersedion with its
new neighbors in the sweg line status. For the delete
operation, the former neighbors of the alge ae tested for
the intersedion.

For acceerating the polygon-in-polygon test, DMBRs
can be used for restricting the search space That is, we only
have to chedk edges in the plane-sweep agorithm which
intersed the intersedion redange of the DMBRs. For
instance edge e and edge es in Figure 5 donot nee to
be processed by the plane-sweep sincethey can not intersed
an edge of the other paygon. By alinea scan through eat
of the two components, we cax exclude dl edges not
interseding this redangle.

—» sweeline
Figure 5: Example for the plane-sweep algorithm

Algorithm 4 shows gatia join query procedures in the
Rd-trees. First, we find al index records whose MBRs
overlapped between two spatial objeds (i.e., O1 and O2)
using the seach algorithm of the Ro-tree For ead of these
records, we invoke the foll owing algorithm.

Algorithm 4: Spatial_Join_Query (T1, T2)

Input: An Rd-tree rooted at node T1, and another Rd-tree
rooted at node T2.

Output: An Oid whose cmponents overlapped between O1
and O2.

if TLisnot aled node,
then if T1 overlaps MBR of T2,
then call Spatial_Join_Query(left(T1), T2)
call Spatial_Join_Query(right(T1), T2)
if T2isnot aled node,
then if T2 overlaps DMBR of T1,
then call Spatial_Join_Query(T1, left(T2))
call Spatial_Join_Query(T1, right(T2))
else exclude elgesthat not intersed the intersedion
redange of the DMBRs.
apply plane-sweep technique.
if an intersedion is deteded,
then return(Oid).
End of Algorithm 4.

5 Determination of an optimal g value

In this sdion, our goal is to evaluate which g value of the
controlled decompasition method introduced in Sedion 3
leads to an optimal performancein spatial query processng.
For this purpose, the two-step indexing structure can be
used. The performance of the first step (i.e., the Ro-tred is
mainly determined by accesses to the semndary storage and
comparisons within the diredory as well as the data pages.
The performance of this Ro-treg which is used for handling
MBRs of spatial objeds, is pradicdly independent of the
objed decomposition. Therefore, this performance is not
considered in this test series.

The performance of the next step is determined by the
time spent for the Rd-tree which is designed to store
decmposed components. The processng time of the Rd-
tree is measured by the task of handling decomposed
components in the main memory. That is, the performance
of the Rd-tree is determined by the time spent for
comparisons within the diredory of the Rd-tree ad
computational geometry algorithms for those components.
As this performance strongly depends on the vaue of
parameter g, we eplicitly measured them using various
spatial objeds.

We used three different spatial objeds to get expressve
and redistic results on the performance of the objed
demposition. To be & genera as posdble, these spatial
objeds were dosen from red digitized data used in
existing geographic information systems. Figure 6 depicts
the aayzed spatia objeds and Table 1 lists their
charaderistics. For describing charaderistics of the spatial
objeds, we provide the number of vertices, the aeaof a
spatial objed and its MBR, and its cover charaderizing the
acaracy of the MBR approximation. The ver is



presented by the aeaof the spatial objed normalized to the
areaof the corresponding MBR.

(8) Park (b) Lake (c) Korea
Figure 6: Analyzed spatial objeds

Table 1: Charaderistics of analyzed spatial objeds
Spatial Objed [[Num. of Area Cover

VerticesObjed| MBR | (%)
Park 83 700 | 1634| 43
Lake 206 | 472 | 3105 15
Korea 229 | 1431| 3456 41

Queries that we performed are dassfied into pdnt queries,
window queries and spatial join queries. For spatial objeds
presented in Figure 6, Table 2 presents the average time
required for the evaluation of one single query. The time
values are given in seconds. For a dea evaluation, they are
divided into the query time for 25, 50, 75 and 100 spatial
objeds. Due to the spacelimitation, the full set of results
obtained is not presented in this table. The trends discussed
below were observed in al experiments. In the table, we
have shadowed the best performing values for ead type of
queries.

Table 2: Average time per a guery (in seoond)
Point Query Region Query | Spatial Join Query
25| 50 | 75 [100] 25 [ 50| 75 [ 100]| 25| 50 | 75 [ 100
Park
0.06]0.110.160.22]0.01[0.03]0.05 [0.06[j0.10[0.21 [0.31 [0.41
0.01]0.020.03]0.04]0.01[0.02]0.02]0.03]j0.04]0.08|0.12[0.16
,00/0.01 [0.02[0.03]0.00{0.01 [0.02 |0.02]j0.02|0.05 [0.08 [0.11
0.01[0.02[0.02]0.03]j0.010.02]0.03]0.03]0.030.06 [0.09 [0.12
00{0.02]0.03]0.04]0.01[0.020.03[0.04]l0.03]0.06 [0.08]0.21.
Lake
0.12]0.240.35]0.47]0.04]0.07]0.10]0.13[0.45]0.91 [1.37]1.82
0.04]0.08]0.12[0.16/[0.02]0.03]0.04]0.050.12[0.24 |0.36 [0.48
02]0.04]0.07]0.09/0.02]0.04 [0.05 |0.07]0.070.15 |0.23]0.30
0.03]0.060.09[0.12]0.03]0.060.08]0.11 [0.06/0.12]0.17 [0.23
0.05]0.100.14[0.19]0.06|0.10]0.140.18[j0.08]0.15 |0.22 [0.29
Korea
0.14]0.280.41[0.55]0.03]0.06 [0.00]0.13]j0.36]0.71 [1.06 [1.40
0.03]0.06 [0.09[0.10]0.02[0.04]0.05 [0.07[j0.05]0.10[0.14 0.18
0.01]0.03]0.04]0.070.020.03]0.03]0.04]0.04/0.08|0.11 [0.14
0.01/0.02[0.03]0.04]0.01[0.02]0.03 [0.04]j0.03]0.07 [0.10|0.14
0.01]0.03]0.04]0.06[0.02/0.030.05 |0.06]l0.05|0.09[0.14 0.18

o |~ |WIN O

o |~ |WIN O

o |~ |WIN O

Results in Table 2 suggest that the reasoning of the

existence of an optimal g value is valid. The query perfor-
mance of the no decomposition (i.e.,, g=0) and the high
demmposition (i.e., g=6) is considerably worse than the
middle decompasition (i.e., from g=2 to g=4). When g is 0,
the performance is particularly time-consuming due to the
high complexity of objeds which are not decompaosed. The
performance degeneration corresponding to the high g value
is grongly caused by alarge number of components. From
thistest, the optimal g value can be obtained around g=3.

6 Comparison of decomposition methods

The proposed controlled demmposition method is
compared with traditional decompasition methods through
an analyticd study in this dion. There ae many objed
decomposition methods in use for representing spatial
objeds. The basic principle of these methods is a reaursive
decomposition such as 'divide and conquer' techniques. We
classfy the objed decomposition methods acording to the
following three properties of the reaursive decmposition:
condition of decomposition, number of partitions, and
containers of components. This clasdficdion yields five
clasesasin Table 3.

Table 3: Clasdfication of decompaosition methods

Clasg Properties of Deaomposition Spatial Access
Condition | Number | Containers Methods
Cl| no 1 MBR R-treg R" -treg
redundancy R’ -tree
C2 | regular grid 2¢ asetof |quad-treg B -tree

fixed grids|with z-value

C3 | gridand variable| variable |edge-quadtree
objed shape cdls PM quadtree

C4 || objed n MBRs Cell-treg
structure TR -tree

C5 | controllable |controll-| DMBRs  [two-step indexing
parameters able structure

2% the number of grids (i.e., resolution)
n: the number of decomposed components

In order to determine which method performs best in
terms of the performance of spatial query processng, it is
necessry to analyze eab of these dasses with resped to
criteria for evaluating the suitability of decompaosition
methods.

6.1 Analysis of decomposition methods

For improving the performance of spatial query processng,
the performance of bath the filter step and the refinement
step must be mnsidered. The performance of the filter step
considerably depends on the quality of the spatial objed
approximation by the mntainer used to filtering isaues. The
approximation quality is defined as the amount of area
covered by the ntainer not by the obed itself.




Minimizing the amount of that area will directly and
proportionally improve the filtering performance. The
performance of the refinement step depends on the number
of refined objects as well as on their complexity.
Minimizing the number of objects to be refined is the task
of the filter step. Thus the object complexity is the issue to
be examined in the refinement step. A simplification of the
refined objects using the object decomposition technique
may lead to better performance of the refinement step.
However, the main drawback is given by a number of
components. As criteria for evaluating decomposition
methods, therefore, we will consider the number of
components, the quality of the approximation and the
simplification of objects. Table 4 indicates parameters
which are common to the forthcoming analysis.

Table 4: Parameters of the analysis
Parameter Description
d the number of split-levels which decompose
aregion into two equal-sized sub-regions
p the perimeter of a spatial object
nv the number of polygon vertices

 The number of components(NC)

In case of C1, NC obvioudly is one. NC of a grid-like
representation such as C2 and C3 depends on a function of
the resolution (i.e., the number of split-levels) and the size
of the object (i.e, its perimeter). Walsh[17] and Samet[18]
proved that NCs of C2 and C3 were less than or equal to
3 pd and p2*“™, respectively. NC of C4 may be O(nv)
since thisNC is produced by the plane-sweep technique, i.e.,
the vertices are passed and handled with increasing y-
coordinates. NC of C5 is determined by the number of split-
levels, i.e., O(2"), since a polygon is split into two divided
polygons recursively.

* The quality of the approximation(QA)
QA is improved by minimizing the deviation of the
approximation from an origina object. This deviation is
measured by the false area of the approximation. The QA
can be expressed by the following formula:

OA= Aobj

pr

where Adyj and Asppr denote the area of a spatial object and
of its container, respectively. In generd, it is difficult to
predict the area of the spatial object by the analytical
approach. A preliminary approach of counting QA isto use
the value that isinversely proportional to NC. Thisisdue to
the fact that QA improves as NC increases.

« The simplification of objects(SO)
SO can be given by the following formula:
_ Cref

Cobj

where Coy and cret represent the complexity (i.e., the
number of polygon vertices) of an original object and of a
refining object, respectively. In C1,cref is the same with
Cabj . Cref Of C2 isanalogous to that of C1, since the access
method based on z-value (e.g., B-tree) returns original
object identifiers for the refinement step. In C3 and C4, an
original object is decomposed into a set of simple compo-
nents such as straight lines or trapezoids, thus cret of these
classes leads to a small constant which can be ignored. Cret

of C5 may be presented as the number of polygon vertices
divided by the number of components, i.e., the average

. Nv
number of component vertices, POR

Table 5 summarizes results from this analysis. The
schematic relationship between d and the corresponding
cost is shown in Figure 7. As d increases, the cost of NC
increases exponentially. On the other hand, as d is
decreased, the cost of QA and SO approaches their maximal
values. To minimize the total cost, a balance among NC,
QA and SO must be taken by selecting a proper d.

Table 5: Results of complexity analysis

Class NC QA SO
C1 O(1) o(1) o
c2 O(pd) of 1 ) 0o(1)
pd

S o2 oL )| ot
pDZd Nv

ca o(nv) 1 1
O( nv) O( nv)

C5 o( 2¢ 1 1
(29) O(Z—d O(Z—d

Figure 7: Cost Estimation

6.2 Determination of the best strategy

In decomposition methods, both QA and SO should be
considered serioudly since the performance of the filter step
and the refinement step is obvioudly determined by QA and
SO. Table 5 shows that QA and SO of C1 have relatively



high cost even though NC has low cost. That is, C1 cannot
be epeded to become the best solution by our cost
estimation. Thus we will exclude C1 srategy from the
performance evaluation.

The main drawbad of traditional decomposition meth-
0ds has been proven to generate too many components. This
means that NC should also be mnsidered seriously. In C2,
C3 and C4, NC has relatively high cost since in pradicd
cases p and nv dominate d. Although these dasses have
relatively low cost to QA or SO, they cannot be expeded to
become the best solution since they reved an extreme
unbalance anong QA, SO and NC.

From the @ove observation, we may conclude that the
better performance is expeded by C5 strategy even though
it does not have the least value in ead of the aiteria &
compared with other classes. This is due to the fad that
only this drategy can control the parameter d. (Recdl that
our decomposition method has a parameter that controls the
number of components.) By controlling d, C5 strategy can
tune the trade-off between oppasing shaped curves in
Figure 7.

7 Conclusions

We have proposed a new objed decomposition method,
cdled DMBRs, to improve the performance of spatial query
procesing, and an extension of an existing indexing
structure, cdled two-step indexing structure, to increase the
efficiency of the DMBRs method. Then we have derived
point, region and spatial join query algorithms under this
new structure. The proposed method has been compared
with traditional decomposition methods by an analyticd
study. Our method is superior to the traditional decom-
position methods due to its ability to tune the trade-off
among evaluation criteria

There has been no analyticd study up to now with
resped to the comparison of objed decompaosition methods.
We have provided an analyticd approach for this gudy.
However, the study reported here is preliminary. It would
be desirable to extend the analyticd study to a more general
cost model. The experimental verification for this gudy is
also required in the future.
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